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Abstract In order to support the interchange of ideas and data betdifenent
projects and applications in the area of computational argtetien, a common
ontology for computational argument, the Argument Interclegdfrmat (AIF), has
been devised. One of the criticisms levelled at the AIF haa b it does not take
into account formal argumentation systems and their assdcatumentation-
theoretic semantics, which are part of the main focus of the &etomputational
argumentation. This paper aims to meet those criticisms by singlyhe core AlF
ontology in terms of the recently developed ASPIC argumenridtamework.
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1. Introduction

Argumentation is a rich research area, which uses insigbits $uch diverse disciplines
as artificial intelligence, linguistics, law and philosgpin the past few decades, Al has
developed its own sub-field devoted to computational arguiniewhich significant the-
oretical and practical advances are being made. This féyyuodfortunately, has a neg-
ative consequence: with many researchers focusing onr@iffe@spects of argumenta-
tion, it is increasingly difficult to reintegrate resultgara coherent whole. To tackle this
problem, the community has initiated an effort aimed atdiod a common ontology for
computational argument, which will support interchangeveen research projects and
applications in the area: the Argument Interchange For&i&)(4; 12). The AlF's main
practical goal is to facilitate the research and develogrowvarious tools for argument
manipulation, argument visualization and multi-agenuargntation (4). In addition to
this, the AIF also has a clear theoretical goal, namely teigea general core ontology
that encapsulates the common subject matter of the diffé¢cemputational, linguistic,
philosophical) approaches to argumentation.

Although the AIF takes its inspiration from different diglihes, its roots and goals
are firmly in the field of computational argument. There thenehas to be a clear con-
nection between the AIF core ontology and computationadribe of argument. How-
ever, the AIF does as of yet not fully take into account suaoties; while the work
that has discussed the AlIF to date (13; 14) deals with issinshvare important for
computational argument, such as argumentation schemgsuftizdialogues (16), the
examples and the general flavour of this work clearly stemnfphilosophical argumen-



tation theory. Most importantly, the relation between tH& And the various logics for
argumentation and their associated argumentation-tie@@mantics (such as (5)) has
not yet been clarified.

In this paper, we aim to meet the above-mentioned criticisfrite AIF by inter-
preting the AIF core ontology in terms of a formal (logicalyamentation theory. More
specifically, we explicitly show the connection between ¢lements of the AlIF ontol-
ogy and the recently developed ASPIC framework for arguatent (9). This frame-
work is well-suited as a formal basis for the ontology beealike the AlF, it attempts
to integrate ideas from different approaches in the liteea{5; 8; 15; 10). Furthermore,
because the ASPIC framework is explicitly linked to the angatation-theoretic seman-
tics of (5), giving arguments expressed using the AlF omgplmeaning in terms of the
ASPIC framework allows the arguments to be evaluated ireteemantics.

The rest of this paper is organized as follows. In section 2liseuss the core Ar-
gument Interchange Format and give a simple example whichilveefer to in the rest
of the paper. Section 3 discusses the relevant parts of tiRt@8amework as set out
by (9). Section 4 formalizes the connection between the Aldrthe ASPIC framework.
First, we show how an AlIF argumentation graph can be condaifas an ASPIC argu-
mentation theory (section 4.1) and then (section 4.2) wanedfow ASPIC arguments
can be translated as an AIF argumentation graph. Sectiom&8uztes the paper and
discusses some related and future research.

2. The Argument Interchange Format

The AIF is a communal project which aims to consolidate sofrn@ defining work
on (computational) argumentation (4). It works under theuagption that a common
vision and consensus on the concepts and technologiesfielthpromotes the research
and development of new argumentation tools and technidunesddition to practical
aspirations, such as developing a way of interchanginguzttgeen tools for argument
manipulation and visualization, the AIF project also aimdévelop a commonly agreed-
upon core ontology that specifies the basic concepts useghtess arguments and their
mutual relations. The purpose of this ontology is not toaeplother (formal) languages
for expressing argument but rather to serve as an inteditigat acts as the centrepiece
to multiple individual reifications.

The core AIF ontology (Figure 1) falls into two natural hadvéhe Upper Ontology
and the Forms ontology (13; 12). In the ontology, argumentkthe relations between
them are conceived of as angument graphThe Upper Ontology defines the language
of nodes with which a graph can be built and the the Forms Ogyallefines the various
argumentative concepts forms(e.g. argumentation schemes).

Upper Ontology Forms Ontology
PA-Node ——uses—»| Preference SCheme Premise
Scheme
T L A
) Conflict Deductive [~has Conclusion
S-Node («is aj CA-Node —uses—» Selhame
Scheme Exception
-Node RANode —uses» Inference |7 | | Defeasible |
Scheme Scheme p

uses

Figure 1. The Upper and Forms Ontologies of the AIF



The AIF ontology places at its core a distinction betw@garmation such as proposi-
tions and sentences, andhemesgeneral patterns of reasoning such as inference or at-
tack. Accordingly, the Upper Ontology defines two types ales information nodes (I-
nodes) and scheme nodes (S-nodes). Scheme nodes can hgplidatian nodes (RA-
nodes), which denote applications of an inference rule bese, conflict application
nodes (CA-nodes), which denote a specific conflict, and preée application nodes
(PA-nodes), which denote specific preferences. Nodes acktaduild anAlF argument
graph(called argument networks by (13; 12)), which can be defirscfbiiows:

Definition 2.1 An AIF argument graplG is a simple digrapiV, E') where

e V=JTURAUCAU PAisthe set of nodes it¥, wherel are the I-nodesk A
are the RA-nodeg;' A are the CA-nodes anB A are the PA-nodes; and
e F CV xV\IxIisthe set of the edges @; and
e if v € N\ I thenv has at least one direct predecessor and one direct successor

We say that, given two nodes, v, € V v is adirect predecessoof vy and v is a
direct successoof v, if there is an edgév;,vs) € E.

For current purposes, we assume that a node consists of sonent(i.e. the informa-
tion or the name of the scheme that is being applied) and sdemifier. I-nodes can
only be connected to other I-nodes via S-nodes: there mustdoheme that expresses
the rationale behind the relation between I-nodes. S-nagteshe other hand, can be
connected to other S-nodes directly (see Figure 2). Thdamytaloes not type the edges
in a graph; instead, semantics for edges can be inferredtfremode types they connect.

In addition to the Upper Ontology, which defines the basiglege for building
argument graph’(13) introduced the Forms Ontology, which contains therabstr-
gumentative concepts. In the AlIF ontology a pattern of reagpcan be an inference
scheme, a conflict scheme or a preference scheme, whichsexasipport relation (A
therefore B), a conflict relation (A attacks B) and a prefeeerelation (A is preferred to
B), respectively. Scheme types can be further classifiadeXample, inference schemes
can be deductive or defeasible and defeasible infereneamshcan be subdivided into
more specific argumentation schemes (e.g. Expert OpinidfVibress Testimony, see
(17)). We will not explicitly define these schemes but simapbgume the Forms Ontol-
ogy is a setF which contains the relevant forms. The Forms Ontology ieated to
the Upper Ontology, so that it is clear exactly what kind afica particular node type
uses (i.e. instantiates). For example, an application dffamence rule (RA node) uses
an inference scheme from the Forms Ontology.

Figure 2 gives an example of an AIF argument graph, in whiobdes are shown
as rectangles and S-nodes as ellipses. The forms have hestéd above the nodes in
italics. Here, the scheme for Witness Testimony (a deféasitheme) is used to infdég
from I; and a deductive scheme is then used to subsequentlylinfélote that some
nodes use multiple formdy, for example, is the conclusion of the first inference step
(that usesiRA;) but the premise of the second (that use4,). RA; is attacked by its
exception,/4, through a Witness Bias conflict schenigis itself attacked by; and vice
versa, and is preferred over.

1it should be noted that, in a sense, the choice of the repimmal language is arbitrary. It would, for
example, be perfectly acceptable to model arguments not abghap as sequences of sentences, as long as
the information, schemes applications and the connectiandaet them are somehow represented.
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The abstract AIF ontology as presented here is purely iggradb a language for
expressing arguments. In order to do anything meaningfth wiich arguments (e.qg.
visualize, query, evaluate and so on), they must be exgéssemore concrete language
so that they can be processed by additional tools and metRodsxample, (13) reified
the abstract ontology in RDF, a Semantic Web-based ontdgyuage, which may
then be used as input for a variety of Semantic Web argumendtation tools. In a
similar vein, (11) have formalized the AIF in Descriptiondio, which allows for the
automatic classification of schemes and arguments. In thierdipaper, one of the aims
is to show how AIF argument graphs can be evaluated, thatis, & certain defeat
status can be assigned to the elements of an argument grismghtlus argumentation-
theoretic semantics of (5). To this end, the abstract ogtoleeeds to be reified in a
general framework for formal argumentation, in this cageABPIC framework that will
be explained in the next section.

3. The ASPIC framework

The framework of (9) further develops the attempts of (1;B)ntegrate within (5)’'s
abstract approach the work of (8; 15; 10) on rule-based aggtation. The framework
instantiates Dung’s abstract approach by assuming an cifispdogical language and
by defining arguments as inference trees formed by applyedyctive (or ‘strict’) and
defeasible inference rules. The notion of an argument asfarence tree naturally leads
to three ways of attacking an argument: attacking an infexeattacking a conclusion
and attacking a premise. To resolve such conflicts, prefesemay be used, which leads
to three corresponding kinds of defeat: undercutting, ttefand undermining defeat.
To characterize them, some minimal assumptions on thedbgluject language must
be made, namely that certain well-formed formulas are arapnbr contradictory of
certain other well-formed formulas. Apart from this therfrework is still abstract: it
applies to any set of inference rules, as long as it is dividexstrict and defeasible ones,
and to any logical language with a contrary relation definest @. The framework also
abstracts from whether inference rules are domain-spdesiin e.g. default logic and
logic programming) or whether they express general patefrinference, such as the
deductive inferences of classical logic or defeasible mgntation schemes. In the rest
of this section, the framework will be defined; an extendeaheple is given in section
4, where we translate the graph from Figure 2 to the ASPIC dvaonk.

The basic notion of the framework is that of an argumentagisiem.



Definition 3.1 [Argumentation system] Arargumentation systers a tuple AS =
(L,7,R,<)where
e L is alogical language,
e — is a contrariness function fromfi to 2~
e R =R;UR,Iis asetof strictRs) and defeasibleR ;) inference rules such that
RsNRqg =10,
e < is a partial preorder o 4.

Definition 3.2 [Logical language] LetZ, a set, be a logical language.4fc v then if
1 & @ theny is called acontraryof v, otherwisep ands) are calleccontradictory The
latter case is denoted y= — (i.e.,¢ € v andy € ).

Arguments are built by applying inference rules to one oreraements of. Strict rules
are of the formpy, ... ,», — ¢, defeasible rules of the forpy, ..., ., = ¢, interpreted
as ‘if the antecedentsy, . .., ¢, hold, thennecessarily presumablythe consequenp
holds’, respectively. As is usual in logic, inference rutes be specified by schemes in
which a rule’s antecedents and consequent are metavarianiging over.

Arguments are constructed from a knowledge base, whichsignasd to contain
three kinds of formulas.

Definition 3.3 [Knowledge bases] Aknowledge baseén an argumentation system
(L,7,R,<)isapair(}C, <') whereK C £ and<’is a partial preorder oit \ K,,. Here
K=K, UK,UK, where these subsets kfare disjoint and

e [C, is a set of (necessargxioms Intuitively, arguments cannot be attacked on
their axiom premises.

e C, is a set ofordinary premisesintuitively, arguments can be attacked on their
ordinary premises, and whether this results in defeat maudebermined by com-
paring the attacker and the attacked premise (in a way spetiélow).

e [, is aset obssumptiondntuitively, arguments can be attacked on their ordinary
assumptions, where these attacks always succeed.

The following definition of arguments is taken from (15), ihiah for any argument
A, the functionPren returns all the formulas ok (called premise} used to buildA,
Conc returnsA’s conclusion,Sub returns all ofA’s sub-argumentsules returns all
inference rules iM andTopRule returns the last inference rule used4n

Definition 3.4 [Argument] AnargumentA on the basis of a knowledge bagé, <’) in
an argumentation systeff, —, R, <) is:

1. pif p € K with: Prem(A) = {p}; Conc(A) = ¢; Sub(A) = {¢}; Rules(A) =
(); TopRule(A) = undefined.
2. Ay,... A, —I= o if Ay,... A, are arguments such that there exists a
strict/defeasible rul€onc(A4,),...,Conc(4,) —/= 1 in RJR4.
Prem(A) = Prem(A;)U... UPrem(4,),
Conc(A) = 1,
Sub(A) = Sub(A4;)U...USub(4,)U {4}
Rules(A) = Rules(A;)U...URules(A4,,)U{Conc(A;1),...,Conc(4,) —/=

W}
TopRule(A) = Conc(A;),...Conc(4,) ==



FurthermoreDefRules(A) = Rules(A) \ Rs. ThenA is: strict if DefRules(A) = 0);
defeasibldf DefRules(A) # 0; firm if Prem(A) C K,,; plausibleif Prem(A4) < IC,,.

The framework assumes a partial preorgewn arguments, such thdat< B means
Bis atleastas ‘good’ ad. A < B means thabB is strictly preferred to4, where< is the
strict ordering associated witk. The argument ordering is assumed to be ‘admissible’,
i.e., to satisfy two further conditions: firm-and-stricgaments are strictly better than alll
other arguments and a strict inference cannot make an argwgtnietly better or worse
than its weakest proper subargument. In this paper we aghatihe argument ordering
is somehow defined in terms of the orderingsp and K (definitions 3.1 and 3.3).
Because of space limitations we refer to (9) for two examplégndions. The notion of
an argument ordering is used in the notion of an argumentyheo

Definition 3.5 [Argumentation theories] Arargumentation theorys a triple AT =
(AS, KB, <) whereAS is an argumentation systeti 3 is a knowledge base iAS and
=< is an admissible ordering of the set of all arguments thateaconstructed fronk B
in AS (below called the set of arguments on the basid 6.

If there is no danger for confusion the argumentation systiihibelow be left implicit.

As indicated above, when arguments are inference treese gyntactic forms of
attack are possible: attacking a premise, a conclusiom orfarence. To model attacks
on inferences, it is assumed that applications of inferenltss can be expressed in the
object language. The general framework of (9) leaves ther@atf this naming conven-
tion implicit. In this paper we assume that this can be doneiims of a subsef g of
L containing formulas of the formor r;. For convenience we will also use elements of
L at the metalevel, as names for inference rules, lettingdh&egt disambiguate.

Definition 3.6 [Attacks]

e ArgumentA undercutsargumentB (on B’) iff Conc(A) € 7 for someB’ € Sub(B)
with a defeasible top rule.

e ArgumentA rebutsargumentB on (B’) iff Conc(A) € » for someB’ € Sub(B) of
the formBY, ..., B!l = ¢. In such a casd contrary-rebutsB iff Conc(A) is a contrary
of .

e ArgumentA underminesB (on ) iff Conc(A) € @ for somey € Prem(B) \ K. In
such a casél contrary-undermine® iff Conc(A) is a contrary ofp or if ¢ € IC,.

Next these three notions of attack are combined with thenaeg ordering to yield
three kinds of defeat. In fact, for undercutting attack nef@rences will be needed to
make it result in defeat, since otherwise a weaker undercatid its stronger target
might be in the same extension. The same holds for the otleeways of attack as far
as they involve contraries (i.e., non-symmetric conflitatiens between formulas).

Definition 3.7 [Successful rebuttal, undermining and defeat]

ArgumentA successfully rebugrgumentB if A rebutsB on B’ and eitherA contrary-
rebutsB’ or A £ B’.

ArgumentA successfully undermindsif A underminesB on ¢ and eitherA contrary-
undermines3 or A £ .

ArgumentA defeatsargumentB iff A undercuts or successfully rebuts or successfully



underminesB. ArgumentA strictly defeatsargumentB if A defeatsB and B does not
defeatA.

The definition of successful undermining exploits the faetttan argument premise is
also a subargument. In (9), structured argumentation ig®are then linked to Dung-
style abstract argumentation theories:

Definition 3.8 [DF corresponding to an AT] Arabstract argumentation framework
DF4r corresponding to an argumentation theadf” is a pair(.A, Def) such that4d

is the set of arguments on the basis4¥f as defined by Definition 3.4, anfef is the
relation onA given by Definition 3.7.

Thus, any semantics for abstract argumentation framevsatk$e applied to arguments
in an ASPIC framework. In (9) it is shown that for the four anigl semantics of (5),
ASPIC frameworks as defined above satisfy (3)’s rationgitgtulates (if they satisfy
some further basic assumptions).

4. Analysing AlF using the ASPIC argumentation framework

In this section the connection between the core AIF ontolgsggtion 2) and the ASPIC
argumentation framework (section 3) will be clarified. Thiglicit connection between
the informal AIF ontology and the formal ASPIC frameworkidals what the AIF no-
tation means in terms of the formal framework. While there afeourse, other ways
to give meaning to the elements of the ontology, an advardatfe current approach is
that by formally grounding the AIF ontology in the ASPIC framork, specific bound-
aries for rational argumentation are set. There are not mangtraints on an argument
graph, as some flexibility is needed if one wants the AIF tollle to take into account
natural arguments, which are put forth by people who will alstays abide by strict
formal rules that govern the structure of arguments. Howewee of the aims of the
AlF is to provide tools for structuring arguments so that, dgample, inconsistencies
among arguments may be discovered. By reifying AlF argurgeaphs in the ASPIC
framework, the arguments are expressed in a more concrefedge which allows such
inconsistency checking and further evaluation of complgxament graphs.

A valid question is whether the boundaries set by the ASRA@ &work are the right
ones, that is, is the ASPIC framework a good argumentatigit lfor expressing and
evaluating natural arguments? Fully answering this qoess beyond the scope of this
paper and we restrict ourselves to some remarks. To stdrt A8PIC’s tree structure
of arguments fits well with many textbook accounts of argunsémicture and with may
argument visualisation tools. Second, as argued by (Jjstection between strict and
defeasible inference rules allows a natural formalisatibargument schemes, which is
an important concept from argumentation theory. Moreotrer, ASPIC framework is
embedded in the widely accepted semantic approach of (3¢ wmally, under certain
reasonable conditions it satisfies the rationality postslaf (3). On the other hand,
not all features of the AIF can be translated into ASPIC, sagheasons for contrary
relations and for preferences; the current boundariestitaniad argumentation are thus
limited to those forms of argumentation that can be expoessthe ASPIC framework.
In this respect, the exercise of trying to translate the el@msof the AlF ontology into
the ASPIC framework tests the limits and flexibility of thiifnal logical framework.



4.1. From the AIF ontology to the ASPIC framework

If we want to show the connection between the AlF ontologytaedASPIC framework,
we first need to show how an AlF argument graph can be integiiatthe ASPIC the-
ory. Since in ASPIC the argumentation framework (Definitgo8) is calculated from an
argumentation theory (Definition 3.5), all that needs to Xteaeted from the AIF graph
is the elements of such a theory. In particular, the AIF grdpés not need to directly
represent the notions of an argument, argument orderitagkadnd defeat. This fits the
philosophy behind the AlF: graphs are as basic as possibieasdhey are maximally
interchangeable. Properties such as defeataleulated propertieof an AlF graph,
properties which can be calculated by some specific toobonéwork that processes the
graph.

Definition 4.1 Given an AIF argument grapf and a set of forms~, an ASPIC argu-
mentation theonT" based or is as follows:

1. L=1U RA, whereLr = RA,

2. K=K, UK, UK, wherek,,/,/,
form axiompremiséassumptiof.

3. RJRy is the smallest set of inference rules,...,v, —/= v (where
v1,...,0n,v € L) for which there is a node;, € RA such that:

= {v € I | vis aninitial node and uses a

(a) v uses aleductive/defeasible schemeF; and
(b) vy's direct predecessors are, . . . , v, andv has a direct successor

4. v; € v; iff there is a nodey, € C'A such thata has a direct predecessgrand
a direct successor is.

5. <'= {(vi,vj) | vi,v; € K, there is a node;, € PA such thatpa has a direct
predecessaor; and direct successof }.

6. <= {(ri,r;) | ri,r; € Randra;,ra; € RA, there is a node;, € P A such that
vy, has a direct predecessar; and direct successot; }.

The above definition translates elements of an AlF graphetgments of an AS-
PIC argumentation theory. The language of the argument#tieory consists of all I-
and RA-nodes in the graph. In the case of the example fromr&iguthis means that
L = {i1,...,i5} U{ry,r} (I-nodes are referred to by their identifiek}.contains all
I-nodes which are themselves not derived from other I-ngitethe example, iy, i5),
distributed among the different subsetsoaccording to the form they use. In the exam-
ple, assume that € IC,, (that Bob testified can not be sensibly denied) and thahd
i5 are ordinary premises iK,,. Inference rules in the ASPIC framework are constructed
from the combination of RA nodes and their predecessorsaakssors. The type of in-
ference rule is determined by the form that fd node uses (the translation of schemes
in the Forms Ontology to rule schemes in the ASPIC framewsileft implicit). The
example graph translates to the sets of inference ruledlas$oR s = {ro = is — i3}
andR, = {r1 = i1 = iz}, wherer; andry correspond tora; andras, respectively.
Contrariness is determined by whether two nodes are cosmhétttough a CA-node; in
the examplei, € 771, i4 € i5 andis € 14 (i.€.i4 andis are each other’s contradictories
while i4 is a contrary of-). Finally, a PA-node between two initial I-nodes or between
two RA-nodes translates into preferences between eitleenegits ofIC or inference
rules, respectively. In the example there is one such ekplieferencei, <’ is.



Now, given the elements of the example ASPIC theory as lai@dbove, the follow-
ing arguments can be constructety:: i1, As: Ay = 9, A3: Ay — i3, Ayl ig, A5 is.
According to definition 3.6A44 undercuts botti,; and A3 (it attacks the application of
r1), A4 rebutsAs; and As rebutsA4. In order to determine defeat relations, first a pref-
erence ordering on arguments must be set. In the exampdegrithering can be safely
assumed to bel, < As, becausé, <’ i5 andiy andis are A4, and As’s only compo-
nents. Definition 3.7 then says thaf defeatsd; and A3 (because it undercuts them),
and A5 defeatsA, (because it successfully rebuts it). Given these defeatioek, any
of (5)'s semantics can be applied. In the example, it is dleatrA,, A>, A3 and A5 are
acceptableA; is not attacked and 5 successfully reinstate$, and A;. ArgumentAy is
not acceptable because, no matter which semantics arergliosenot in the extension.

Most elements of an AlIF argument graph can be interpretedarASPIC frame-
work. However, an AlIF graph may contain elements or subgvepsh are not prop-
erly expressible in ASPIC. This may be due to limitationstaf AlIF. For example, the
preferences in the graph, which are translated into orgeroy clauses (4) and (5) of
Definition 4.1, may not satisfy the rational constraints asg@d on them by ASPIC, since
users of the AlF are free to ignore these constraints. In sashs the ASPIC framework
sets the rational boundaries for argumentation. Howerespime cases the inability to
express a part of the graph may be due to limitations of thel@$famework. For ex-
ample, in an AIF graph PA- or CA-nodes can be supported oclkathby an I-node
through an RA- or CA-node. Thus reasons for and against y@meées or contrariness
may be given, which is perfectly acceptable (e.g. lingojségal or social reasons may
be given for why "married" and "bachelor" are contradicjoin its current state, the
ASPIC framework does not allow such reasons to be expressed.

4.2. From the ASPIC framework to the AIF ontology

We next define a translation from ASPIC to AlF. Since the Almisant for expressing
arguments instead of (closures of) knowledge bases, weedéfiriranslation for a given
set of arguments constructed in ASPIC on the basis of a gisgum#entation theory.
As above, the translation does not concern the notions aflatind defeat, since these
can be derived from the given elements of an argumentatieoryh We also assume
that.A4 only contains undercutters for other argumentslirFinally, for any functionf
defined on arguments we overload the symbtb let for any setS = {A;,..., A, } of
argumentsf(.S) stand forf(A;) U... U f(4,).

Definition 4.2 Given a set of argumentd 4 on the basis of an ASPIC argumentation
theory AT, an AlF graphG and a set of formg on the basis ofd 4 is as follows:

1. I is the smallest set of consisting of distinct nodesich that:

(@) v € Conc(Sub(A)) \ Lr;
(b) if v € K, /p/q thenv uses a formaxiompremiséassumptiore F.

2. RAis the smallest set consisting of distinct nodder each rule- in Rules(A),
where ifr € R/, thenv uses adeductive schendefeasible scheme 7, re-
spectively (we say that corresponds to).

3. C'A is the smallest set consisting of distinct nodegor each pairp, ¢ €
Conc(Sub(.A)) andy € 1) (we say thab corresponds top, 1));



4. PA is the smallest set consisting of distinct nodefor each a pairk, k') in
<’ such thatk, ¥’ € Prem(A) and for each paifr, ') in < such thatr,r’ €
Rules(A)} (we say that corresponds tok, k') or to (r,r'));

5. Eis the smallest set such that for all’ in G:

(@) If v € I andv’ € RA andv’ corresponds to, then:

i. (v,v") € Eifvisanantecedent of
ii. (v/,v)e Eifvisthe consequent of

(b) If v,v" € RA, v corresponds te andv’ corresponds te’, then(v,v’) € E
if 7' (as a wff of L) is the consequent of
(c) fveIUuRAandv € CAU PA andv’ corresponds t¢p, v), then:

i. (v,v')eFEifv=y;
ii. (v,v)eEifv=1.

The above definition builds an AIF graph based on the elentdrsts ASPIC argu-
mentation theory. The I-nodes consist of all the premisdscanclusions of an argument
in A (denoted byConc(Sub(.A))). In the example (sedT as defined below definition
4.1 and Figure 2), there are five I-nodes based on the forrijas. ., is}. The set of
RA-nodes consist of all inference rules applied in an argutrime4; the type of inference
rule determines which form an RA-node uses. In the exampézetare two inference
rules,r; andrsy, which corresponding to the two RA-nodes; andras that use a de-
feasible and a deductive scheme, respectively. CA nodesspmnd to conflicts between
formulas occurring in arguments i as determined by the contrariness relation. In Fig-
ure 2, the nodesa, cas, caz are based on the contrariness betwaesndi; andi, and
r1. PA-nodes correspond to the preferencednbetween the rules used in arguments
in A (i.e. a subset oK ) or between the premises of argumentsdir{a subset okK’).

In the exampledT there is only one such preference, namgly’ i5, which translates
into pa; in Figure 2. Since the argument orderiggof AT is defined in terms ok and
<’, itis not part of the AIF graph.

The edges between the nodes are determined in terms of #tiomsl between the
corresponding elements in thEl". I-nodes representing an inference rule’s antecedents
and consequents are connected to the RA-node correspdondhegrule (viz., for exam-
ple, the edges from to ra; tois in Figure 2). Reasons for inference rules can be appro-
priately translated as links from RA-nodes to RA-nodes:dition 5b says that for any
rule r in an argument with as its conclusion another ndle= £g, the RA-node corre-
sponding ta- is connected to the RA-node corresponding’tdn this way, an argument
that concludes that an inference rule should be applied gergason for why there is
no exception) can be expressed. Links from or to PA- and Cderm@re connected to I-
and RA-nodes according to the preference and contrarieéstsons inAT. For exam-
ple, the edges frony to pa; to i, are based on the fact that <’ i5. An undercutter is
expressed as a link from the conclusion of the undercutteffzode,i, in the example)
to a CA-node ¢a1) and a link from this CA-node to the RA-node denoting the uiode
rule (ra;). Definition 4.2 does not define the translation of edges éehyfor exam-
ple, CA-nodes to CA-nodes, which are needed to expressneaggainst contrariness
relations, as the ASPIC framework cannot express suchmeaso



5. Conclusions and future research

In this paper we have shown how argument graphs as define@ #\fcan be formally
grounded in the ASPIC argumentation framework. We havengifie AlIF ontology a
sound formal basis and demonstrated how a formal frameveorkai in tracing possible
inconsistencies in a graph. Because of the formal scopeecASPIC framework, we
have also implicitly shown the connection between the Al& atiher formal argumenta-
tion frameworks. In addition to the ASPIC framework’s ohwsaelation to (5; 8; 15; 10),
several other well-known argumentation systems (e.gaf2)shown by (9) to be special
cases of the ASPIC framework. The connection between theaAtFASPIC can there-
fore be extended to these systems. A topic for future rebéato see what the relation
is between the AIF and other formal frameworks that fall mletishe scope of the ASPIC
framework; this would also further clarify the relation ween the ASPIC framework
and these other frameworks. Thus, one of the main theokeiives of the AlF project,
namely, to integrate various results into a coherent wheae,be realized. This in turn
lays a foundation for tackling the practical aims of the AlBriu to build a bridge be-
tween tools that support humans in the analysis, conducpesmhration of arguments,
and the techniques and systems developed in formal comguiggrce for reasoning with
and reasoning about arguments. By building this bridge, epehultimately to be able to
support improved human argumentation.

The paper shows that a relatively simple AIF argument grapiteéns enough infor-
mation for a complex formal framework such as ASPIC to worthwinformation that
is not contained in the graph, such as defeat relations, eaaloulated from the graph
as desired. This conforms to the central aim of the AIF ptojbe AIF is intended as a
language for expressing arguments rather than a langugderfexample, evaluating or
visualizing arguments. That said, the discussion on whatlshbe explicitly represented
in the graph and what should count as a calculated propdstyrnie means settled. In this
regard, it would be interesting to explore how and if the At be directly connected
to abstract argumentation frameworks, which have the natfargument as one of its
basic components. One possibility is to introduce new ned&sodes perhaps — which
link to all the components (I-nodes, RA-nodes, etc.) fromolvithe argument is com-
posed. An implementation of this idea has been trialled imohfor computing accept-
ability semanticg. One problem, however, is how to characterize A-nodes pelcis
they seem to have some of the character of an I-node, but athieehand, could be in-
terpreted just as sets of properties of other nodes. Givénthese ontological problems
and further challenges in implementation we currently ée@wnodes to future work.

Some properties of argumentation represented in an AlFhgrapnot be expressed
in the ASPIC framework, in particular reasons for contrasgrelations and preferences.
Some of these shortcomings are being addressed: (7) prasentension of the AS-
PIC system along the lines of (6), in which attacks on attaeksbe modelled with ar-
guments about preference relations between premises eagiele inference rules. In
an AlIF graph, such arguments about preference statementsmesented as PA-nodes
supported by I-nodes through RA-nodes. In our future workinteend to fully develop
these ideas so as to keep the translation functions betive&if and ASPIC up-to-date
with new versions of the ASPIC framework.

2The tool is called OVA-gen and is accessible onlinatét://ova.computing.dundee.ac.uk/ova-gen/



Finally, a necessary topic for future research and devebdmpris to further test the
limits of the current ASPIC reification of the AlF ontology lepnsidering less trivial
examples of natural argument.
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